Optimized 3D ray tracing algorithm for environmental acoustic studies
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Ray tracing is a well-known algorithm for the generation of realistic synthesis images. It is also applied in the acoustic domain. The computational cost of the full 3D algorithm was previously an obstacle leading to approximations like the 2.5D ray tracing. Despite the fact that this method significantly reduces the needed computations, it also limits the realism of the approach. This article proposes a study of the 3D ray tracing algorithm in the environmental noise context. It presents several methods which can be used to reduce the computation time using different acceleration structures. Design decisions and optimisations made on the general ray tracing engine are explained. Then the choice of the acceleration structure and the propagation method to use is described. The implementation is tested in Code_TYMPAN provided by EDF R&D using the NMPB08 method. To conclude, different results are discussed.

1 Introduction

Finding sound propagation paths between sources and receivers can be achieved by using several methods such as image-source algorithm, beam or ray tracing. Major challenges for all these techniques are the accuracy and the computational efficiency. When traversing a scene, a large set of paths have to be considered from source to receiver which can be costly. In the context of outdoor sound propagation, this problem has led historically to simplifications such as the 2.5D ray tracing method. 2.5D is still the standard approach in commercial software.

A successful 3D ray-tracing method has to address efficiently three different issues: the geometric complexity of the scene, the representation of the acoustic phenomena, and how to propagate the paths efficiently.

In this paper, we propose a study of a 3D ray tracing algorithm applied to environmental acoustics. We describe the different methods we used to solve the three problems listed above and discuss the strengths and weaknesses of our solutions. One of our major preoccupation is the genericity of the proposed ray tracing method. In other words, the ray tracing has to be relatively independent of the acoustic method. Here, we will use the Nouvelle Methode de Prevision du Bruit 2008 (NMPB08) [5] as an application of our method.

This paper is organized as follows. Section 2 reviews previous work in geometric acoustic modeling for environmental studies. Section 3 provides an overview of our ray tracing method, the different structures we use and how this ray tracing method is combined with the NMPB08. Section 4 presents experimental results and discusses about the current state of the method and its shortcomings.

2 Related Work

2.1 Current practice in environmental noise

In the context of environmental noise impact studies of road, rail or industrial infrastructures and large scale noise mapping in the framework of the European Noise Directive (END)[7], geometric acoustics is currently the most commonly used approach because it appears to be the best trade-off between uncertainty on the predicted levels and computational burden. Moreover it is quite capable to handle arbitrary configurations of ground profile, reflecting and diffracting obstacles like buildings or noise barriers.

Since the physical noise sources are systematically discretized into point sources, the noise impact of a given project can be assessed if one is able to compute the noise level generated at a receiver R by a source S. In the framework of geometric acoustics, the computation between S and R is usually divided into two steps: the geometric step and the acoustic step. The aim of the geometric step is to find the relevant propagation paths between S and R which may include reflections and diffractions on all the obstacles. In the current softwares this step is based either on the ray tracing approach introduced in room acoustics by Kroksstad et al. [15] or on the image-source method [4]. This paper deals mainly with the geometrical step.

In the past, a 3D computation was not feasible on the hardware available to noise consultants, either because of too large computational time, or because of excessive memory requirements. Contrarily to room acoustics, due to the overall geometry of the problems addressed where one dimension is much smaller than the two others, and due to the comparatively very large number of objects to take into account in outdoor sound propagation, the search for geometrical paths implemented in the current commercial softwares is carried out in 2.5D. 2.5D means that propagation path are identified first on a horizontal projection of the site. Once horizontal propagation paths have been found, each of them is processed separately in a vertical plane. If interactions with obstacles (reflection(s) and/or diffraction(s) occur along a path, each interaction creates a new vertical plane. In the general case, the set of vertical planes between a source and a receiver is unfolded like a Chinese screen.

The second step is to compute the acoustic attenuation between source and receiver in the unfolded vertical plane. This task can be carried out by different methods and standards like ISO9613-2[13], NMPB2008[5], Harmonoise[20], Nord2000[18].

NMPB2008 is the official French method. It is now published as a standard [3] and applies to road, rail and industrial noise. It is beyond the scope of this paper to describe its principles. The reader shall refer to [5] for more details on this method. One essential geometrical aspect of this method which is shared with ISO9613-2 [13] is that reflections on the ground a taken into account by a "ground effect formula".

It must be emphasized that the distinction between geometric and acoustics issues is not completely clear-cut, since acoustic considerations are certainly of interest for instance in the discretization of the ground or of the obstacles for instance in the selection of "relevant" propagation paths.

2.2 Geometric propagations methods

One of the main challenges in the acoustic ray tracing is to find all the possible paths between a source and a receiver, or at least the main ones. Classical ray tracing is very sensitive to the sampling of rays and some paths could be missed if the number of rays is not sufficient. To guide the propagation of the rays, several methods have been proposed. In order to improve the pertinence of the rays, one of the first optimiza-
tions was to implement ray-tracing from the receiver, which proves to be more efficient in the case of a linear infrastructure. More recently, others have introduced visibility tests of obstacles from a source, a point of interaction or a receiver [17, 8].

Another important method is the beam tracing [10]. The main idea, which is followed in [6] too, is to precompute a tree of visibility between the shapes, the source and the receiver. To do so, beams or frustums are generally used as a superset of all the possible rays. The main advantage of this method is that the construction of the tree is not subject to sampling and ensures to find all the potential sequences of shapes from sources to receivers.

The image-source method [4] is one of the most common to find the reflected paths. However, the complexity of this algorithm is in $O(N^2)$ where $N$ is the number of faces in the scene. The acceleration structures efficiently reduce this complexity to $O(\log N)$. These structures have been studied for more than two decades especially in the computer graphics. A survey can be found in [21]. Briefly, we can define three main structures: the Uniform Grid, the Bounding Volume Hierarchy and the Kd-tree.

The Uniform Grid [9] is one of the simplest acceleration structure. It uses a regular spatial subdivision of the scene to create cells. When a ray traverses the grid, the ray intersects the faces contained only in the current cell. The main advantage of this structure is its simplicity and rapidity to build. Its drawback is its lack of adaptation to the scene. It is possible that some cells contain no face while other can contain hundreds of faces which can lead to a significant drop in performance. This structure is more suitable for uniformly distributed faces.

The Bounding Volume Hierarchy (BVH) is an object-based subdivision [11]. It creates a tree based on the bounding box of the faces present in the scene. The set of faces is recursively divided into two subsets. Unlike the uniform grid, the structure has to choose how to subdivide the set of faces. This criterion is the key point of the performance of the structure. A simple way to subdivide the set is to divide the set in two equally sized subsets but it might lead to low performances. A commonly used heuristic to choose how to divide a set is the Surface Area Heuristic (SAH). Based on the sizes and repartition of a set of faces, this heuristic gives the theoretical best split. This criterion helps also decide to continue the recursion or not. Using the SAH, the BVH is a commonly used structure in the computer graphics domain. It performs very well on a large set of scenes.

The Kd-tree [12] is a space-based subdivision. For each subdivision, a plane is chosen to cut the current set of shapes in two parts. The faces related to the current node are then separated from one part to another of the selected plane. If a face is cut by the plane, its reference is duplicated on both sides. As for the BVH, the choice of the plane is very important and can be computed using the SAH heuristic. For a long time, this structure has been regarded as the best one. However, both BVH and Kd-tree currently achieve comparable performances depending of the type of the scene.

A comparison between of the different methods to subdivide a scene is proposed in Figure 1.

### 3 An efficient 3D ray tracer

Our ray tracing method is made of two phases. A precomputation phase selects the areas where the rays should go (according to a particular acoustic method) and builds an efficient data structure called acceleration structure in the following. During the propagation phase, the rays are casted in direction of the relevant areas selected before. This way, we are sure that all the rays casted during this phase could be relevant.

In this section, we will focus on three key aspects of our ray tracing method: how to choose an acceleration structure, how to model an acoustic method and finally how to build and use the targeting system. The rest of this ray tracing method consist of the usual ray tracing which is widely described in the literature.

#### 3.1 Choice of the acceleration structure

As described in the previous section, all the three structures have their own strengths and weaknesses. For each scene there is one more suitable structure to chose. Since the primary goal of this ray tracing method is to be as generic as possible regarding the acoustic method, we cannot make any assumption on the configuration of the scene. The only important feature of the BVH and Kd-tree that we use is the SAH heuristic as it should improve the performances for most of the scenes.

In general, the main goal of the acoustic scenes is not to be photorealistic but to represent roughly the objects which are essential to sound propagation. Theses approximations lead generally to scenes with bigger faces comparatively to graphic scenes. For space-based structures (Kd-tree and Uniform Grid), this means that there is good chance that lots of faces are replicated in the different nodes. For object-based structure (BVH), we can expect relatively big nodes even near to the leaf of the tree. To deal with these problems, two solutions can be: mail-boxing for the spatial based structure and spatial BVH for the object-based structure. The mail-boxing is a technique which prevents a ray to intersect multiple times the same face, saving computation time. The spatial BVH [19] was proposed to deal with large architectural models in computer graphics. It allows the BVH to create nodes by using a plane in the same way as the Kd-tree does. This feature showed a significant improvement in the performance for these scenes.

As there is no perfect structure which will outperform the others in all scenes, we feel like it would be too strong a limitation to use only one structure. So, we choose to let the three structure available for the user in our ray tracing method. The implementation of these structures is based on the PBRT system [16]. The benchmark of these structures on different scenes is presented and discussed in section 4.
3.2 Interaction with the acoustic model

The main interaction between the geometric ray tracer and the acoustic model is in the generation of the secondary rays. When a ray hits a surface, the acoustic method has to describe the ray behavior. To do so, we provide a simple interface to the programmer who has to describe two independent but complementary functionalities: how to generate secondary rays for the first one and answers if an arbitrary ray could have been generated by the current event. Generating the responses is the functionality which computes all the possible secondary rays in the current acoustic event (or at least some samples). For instance, for the specular reflection, this functionality produces only one ray which is the reflected ray. For the diffraction, it generates a set of rays on the surface of the Keller’s cone of diffraction [14]. The second functionality makes the opposite job. Given a point in space, it answers if this point is reachable by the current event. This feature will be very important in the next section. The acoustic model may also interact during the main loop of the ray tracing algorithm so we have to let entry points at different stages in the loop. For now, we identified four different entry points.

The first one is after the scene has been loaded: some informations such as the detection of diffraction edges could be added to the scene for the acoustic model and do some pre-computations. The second entry point is during the traversal through the acceleration structure. Usually, these structures are used to find only the first intersection between the current ray and the scene. For acoustics, this could be a limitation so we allow the programmer to choose between different behaviors during the traversal step such as to keep only the first intersection or everything before the first blocking intersection. Figure 2 shows an example of these different behaviors. The third is when a intersection is validated and an acoustic event occurs, we would a ray hits a surface and an acoustic event occurs, we would guide the rays to any relevant area and solve the problem of distance. An example of this method is presented in the Section 3.4.

3.3 Guiding the propagation of the path

The ray tracing is a very robust and simple algorithm but one of its main weaknesses is the sensitivity to sampling. If not enough rays are generated from the sources and after every acoustic events, some paths can be overlooked. Moreover, the probability to find a path at a given sampling drops with the distance which is a big problem especially for environmental scenes. The image-source method proposes a solution to eliminate this problem but the computational cost is high and it only works for specular reflection.

We propose a solution based on a targeting system. For a given acoustic method, we assume that we know the relevant area where the acoustic event should occur. For example, receivers are obviously interesting locations for the rays to go. Other interesting areas are the edges producing diffractions. The idea is to sample these areas with a certain density of points (except receivers which are sampled with only one position). The points generated by this sample step are called targets. The generation of these points can take place after all the scene has been loaded and other volumes have been generated (edges for example). In the propagation phase, when a ray hits a surface and an acoustic event occurs, we would like that the secondary ray goes in priority in direction of the targets. To do so, when a event occurs, the system requests all the targets located around the acoustic event and for each target we check if the ray can reach it. With this system, we can guide the rays to any relevant area and solve the problem of distance. An example of this method is presented in the Section 3.4.

3.4 Application of the ray tracing method for NMPB08

NMPB08 describes two phenomena: specular reflection and diffraction. We implemented the event interface for both following the Snell-Descartes law of reflection and the Ge-
ometrical Theory of Diffraction [14]. To detect the edge of diffraction we use oriented bounding boxes (to give a thickness to the edge) which are generated during the post-processing of the scene (entry point 1). During the loop phase, we have to validate reflection and diffraction considering a maximal order and nature of the material encountered. The diffractions are only validated on the augmented volumes that we defined in the post-processing stage. The reflections are only validated with vertical non natural polygons as NMPB08 includes ground reflections in the direct path. In other words, rays with reflection on the ground are of no interest in NMPB08. In addition, the length of a path can not exceed 2000 meters in NMPB08. If one of these criteria is not met, the ray is discarded and the loop proceeds with a fresh ray. The diffraction edges and vertical non natural polygons are identified as areas of interest, so they are sampled in the post-processing stage. As the ray tracing algorithm can produce several times the same path, we filter the path found to only validate the shortest ray for a given path.

In order to use targeting, we have to introduce a few deviations in the paths. In the case of diffractions, we would like to allow rays to be generated not only on the surface of the diffraction cone but slightly up or under with a given tolerance angle $\alpha$. For the specular reflection, we check the difference angle between the exact reflected ray and the ray in direction to the target. All along the propagation of the ray, we keep a track of the error made on each event and if the error becomes too important, we simply discard the ray.

4 Results and discussions

4.1 Acceleration structures

To experiment our structures, we generate a very large set of rays and test the intersection with the scene for the 3 different structures introduced in Section 2.3. As the acceleration structure is known to be "view-dependent" we generate our rays totally randomly. This scenario is considered the worst case one because it removes all convergence in the rays which can lead to a drop of performances. This decision is made because of the divergence of the rays in acoustic modelling which is highly increased by the order of diffractions.

For these experiments, we use scenes which are suitable for NMPB08. They are generally composed of a large topography and a few buildings. As an experimental environment, we use the Code_Tympan [1] providing by EDF R&D to load and visualize the scene and results. The results in Table-1 are presented using a Intel i7 Q720 @ 1.6GHz on only one core.

Table 1: Performances of acceleration structures on environmental scenes. The speeds are given in rays/ms.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Shapes</th>
<th>Kd-tree</th>
<th>BVH</th>
<th>U. Grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple scene</td>
<td>121</td>
<td>304</td>
<td>356</td>
<td>177</td>
</tr>
<tr>
<td>Big Clamart[1]</td>
<td>1080</td>
<td>75</td>
<td>61</td>
<td>65</td>
</tr>
<tr>
<td>Saint Berthevin[2]</td>
<td>30924</td>
<td>153</td>
<td>83</td>
<td>178</td>
</tr>
</tbody>
</table>

On the Table-1, we can see that every structure has a different behavior. One possible explanation if the difference of density between the meshes: Saint Berthevin has a fine mesh whereas the other are roughly described. This results comfort us in the choice of letting every main acceleration structure available for the programmer and possibly adding new ones in the future. It is very likely that indoor scenes for example would react differently with these structures because the characteristics of this type of scene are different. Since the structure is intensively used during the simulation, the choice of the acceleration structure is critical especially for long simulations. A possible approach could be to bench the scene with a little simulation on every structure and pick the best for this scene for the long simulation.

4.2 Propagation of the path

To help finding the relevant paths, the main obstacle is the sensitivity to sampling. We proposed in the section 3 a first approach to guide the rays to interesting places.

Table 2: Comparison between random ray tracer and guided ray tracer. The sources contain 10000 rays and 2 diffractions (200 rays per diffraction) are allowed. The target system is enabled for primary rays and first order of diffraction.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Shapes</th>
<th>Samples</th>
<th>Random</th>
<th>Guided</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple scene</td>
<td>121</td>
<td>10040</td>
<td>225</td>
<td>13246</td>
</tr>
</tbody>
</table>

The Table-2 shows the number of paths found by the random ray tracer and the guided ray tracer. As we can see, there is a significant improvement for both scenes with the same parameters in the scene (same number of rays per source and per diffraction). Yet, the computational cost for this framework is still high because of the complexity introduced by the number of samples. When an event occurs, the ray tracer requests all samples around the event which takes time. Then, when all the targets are found, it still needs to check if the targets are geometrically accessible. These operations can be time consuming. For now, the system couldn’t handle scene with several ten of thousands of faces in a reasonable time. To reduce the computation time, it would be possible to reduce the density of samples but we would loose in precision. This problem is a classical visibility problem in computer graphics and has been transposed to the acoustic field as suggested in [6]. In the current state, the ray tracer method implements a frustum view culling to select the potential targets couple with backface culling only on the triangles. For example for the diffraction, the only targets which will be tested will be the targets inside a frustum which encompass the diffraction cone and those normals are oriented against the direction of propagation of the diffraction.

Further developments should improve significantly the performances of the guiding system by precomputing the visibility paths between shapes as suggested in [6]. This would allow the ray tracer to directly select the correct targets and eliminate the major computational cost of this method.

5 Conclusion

In this paper, we proposed an overview of a 3D ray tracing method for the environmental noise context. The key problems that such methods have to solve have been explained...
and some solutions have been proposed and evaluated. On key aspect of this method is that it allows for every method based on path analysis. The only task left to the programmer is to fill out a simple interface to describe how the new event could work with any type on acoustic phenomena and not only specular reflection of direct sound. All the components of the ray tracing method presented in this article will be available in the Code_Tympan project allowing developers to use this framework for their own acoustic method.
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